MGPBD: A Multigrid Accelerated Global XPBD Solver
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XPBD[1]: 1) Universal
2) Simple 3)Fast

Muscle Simulation

High resolution: 1.66 million tets

One step of PBD/XPBD

High stiffness: hard like car tires
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XPBD Why XPBD’s linear

. The higher mesh resolution, system has stalling
« Performs well in low-res. low issue”?
XPBD does NOT the more difficult

converge even using stiffness simulations / )
> The higher stiffness, the

10,000 iterations!  Performs NOT well in high

more difficult . . . .
40s/frame A res. high stiffness simulations
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For simplicity
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04 = -
m- G -a AA Pros Stable at high | Stable at high
L == stiffness ratio | mass ratio
Cons Unstable at high | Unstable at high
_ _ mass ratio stiffness ratio
(GM~IG' + @) AA=—-C—ai
“/\ \ b XPBD: Non-linear GS/Jaocbi MGPBD: Dual Space + Global Solver + AMG
A Dual System:
 DOFis AA Local System: Ignores the off-diag terms VS Global System: solve the full system with AMG
Lazy setup: reuse P between steps.
AL = b./A.. forj =12 .. m One Sweep: one sweep to solve the linear 2y Setp- TeU W P
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system. Use near kernel K = {x|Ax = 0} to approximate the coarse space
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Iterative method: Only eliminates high-frequency errors, hardly low- Alge b 'a iC M U Itlg ri d
frequency ones. A — GM—lGT 1+ a/AtZ

Multigrid method: Transfer errors to coarse grids, where low-frequency

Lazy setup: minor convergence loss,

________ ———————~.—————————————————---------------------, save 2/3 of time!
I —1 g2 | |

- 3
element j col | D'aggzk=0mik 9y, 10°

errors become high-frequency.
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» GMG(Geometric Multigrid): hard to find coarse-fine
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relations in the dual space

Iteration Number

|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
I . AMG(Algebraic Multigrid): only based on matrix A, Vec|
: but building P cost 2/3 of total time >j‘> 4
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|

approx. L: The space low-

estimate
K: Near kernel gy “°0°C  mem)

freq. errors reside

space 2\
K :{x\Ax ~ O} A

span

Near Kernel: Doubled the Algorithm 1 MGPBD Simulation Loop AlgOrlthm
1: X,X,Xgo1d4, V < semiEuler(v,At, fext)
convergence speed! 20 A — (0,..,0)T
3. for ite = 0,1, ..., maxiter do
4:  calculate C and VC

assemble A «— VCM™'VC' + &
calculate b «— —-C — oA
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setup AMG for every few frames (e.g., 20).
solve AAA = b using MGPCG solver

Heuristic rule of AMG
Space L: Ax = 0

P's

P columns
as basis

- A 4

Ax «— M7IVCTAA

100 A«— A+AA

11: X «— X+ wAX

12:  if timeBudgetExhausted or ||b|| < € then
13: break

sufficient |:> 14 end if

— smoothin ~ 15: end for
9 Ax = 0 0 0 20 20 16: collision response
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17: V «— (X — Xo1q4) /At
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Relative Residual

Low-freq left

XPBD stalls
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Limitations
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Global Solver
85
= 20x faster! ,
2 80~ S 7 ~  Every step is too heavy, whereas XPBD is known
= s
41 i : . . :
. being lightweight and flexible.
5. s
AMG
I i
AMGX— AMGCL OWSN““” Build P by A: lacks physical intuition.
collision vs. off-the-shelf —~

AMG solver
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